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Goal: Automatically label raw mocap point clouds (MPC) and solve SMPL-X bodies.

Problem: A MPC has missing data, noise, and “ghost” points. The assignment of points to labels is unknown.
Existing methods are constrained to small range of motions, a single body shape, 
a certain capture scenario, a special marker layout, or require a subject-specific calibration sequence.

Solution: A robust, automatic mocap solving pipeline that works with archival data, 
different mocap technologies, poor data quality, and varying subjects and motions.

https://soma.is.tue.mpg.de/
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Experiments

Our Approach

Overview

Synthetic Training MoCap
Place virtual markers on synthetic SMPL-X [2]  bodies of AMASS [3],

Augment synthetic markers with controllable noise.
 
Self-attention on Sparse 3D Point Cloud
Layers of Transformer [4] elements process varying number of mocap 
points and produce a score matrix S.

Constrained Inexact Matching  
Normalization to encourage bijective label-point correspondence.
Unassigned points and labels are set to null by the normalization layer.
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Training Loss
Log-likelihood of augmented assignment matrix, and its 
ground truth.
Down-weight the influence of the over-represented class 
by the reciprocal of its occurrence frequency.
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